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COMPUTATIONAL COMPLEXITY OF NAIVE RLS
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« HOW MANY OPERATIONS?
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* REGULARIZATION ALLOWS US TO GO INTO HIGH-DIMENSIONAL SPACE WITHOUT
OVERFITTING, BUT IT DOES NOT SOLVE THE COMPUTATIONAL PROBLEM



COMPUTATIONAL COMPLEXITY =L 007 e

* MATRIX MULTIPLICATION (N-BY-N MATRICES)
 NATIVE METHOD: O(N3)/
. STRASSEN’S ALGORITHM: O(N%807%)
« COPPERSMITH—WINOGRAD-LIKE ALGORITHMS [CURRENT BEST
7 o(N23728639)]
* MATRIX INVERSION
« GAUSSIAN ELIMINATION: O(N3)

> * POSSIBLE TO REDUCE IT TO MULTIPLICATION


https://arxiv.org/abs/1401.7714

THE COMPUTATIONAL PROBLEM

* CAN WE SOLVE THE REGULARIZED LEAST SQUARES IN
R92 WITHOUT EXPLICITLY MAPPING THE DATA INTO R%22

¢« W* = min ||®W — Y| + A||W||3
WeR42

e SOMETHING LIKE MULTIPLICATION USING FFT

e [F SO, WE COULD EVEN MAP THE DATA TO AN INFINITE
DIMENSIONAL SPACE!!



FFT AND MULTIPLICATION
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THE COMPUTATIONAL PROBLEM

* CAN WE SOLVE THE REGULARIZED LEAST SQUARES IN
R92 WITHOUT EXPLICITLY MAPPING THE DATA INTO R%22

* min || ®W — Y|z + A|W|2

* SOMETHING LIKE MULTIPLICATION USING FFT

* |[F SO, WE COULD EVEN MAP THE DATA TO AN INFINITE
|l
DIMENSIONAL SPACE!! 0/2 _ D
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THE KERNEL TRICK x>, 1 &R 4y
g(x') e
e COMPUTE THE HIGH-DIMENSIONAL INNER PRODUCT
EFFICIENTLY do

e KE) =< o) p() > <

* USE THIS AS A BUILDING-BLOCK FOR PERFORMING OTHER
OPERATIONS

 REWRITE THE LEAST SQUARES SOLUTION SO THAT IT ONLY
USES THE INNER PRODUCT OF THE FEATURE MAPS<¢!
/7- (dTD + AI);CDTY



THE KERNEL FUNCTION

» KERNEL FUNCTION FOR A MAPPING ¢ gj R Q)‘ ﬁdz
N —
* EXAMPLE:
J. = (d J°
« ()T =1, V2x1,V2x,, ... V2x4, 2~ (
"7 (x1)%, XX X1X3, ey X1X ) X3X1, eer on , XqXq|

* SO POLYNOMIAL BASIS FUNCTIONS WITH M = 2

« COMPUTING K(u,v) =< ¢p(u),p(v) > | 5 "
* COMPLEXITY OF NAIVE CALCULATION® 0/2 = (¢, J o peralians
* BETTER APPROACH?






k(xxl) = (14 () ) = (14+< xi,x0 >)’

* NUMBER OF OPERATIONS@

—~



DEGREE M POLYNOMIALS

* FOR HIGHER DEGREE POLYNOMIALS, WE CAN USE

k(x'x)) = (1 + (xi)ij)M/

} » HOW MANY OPERATIONS?2




THE KERNEL TRICK

* COMPUTE THE HIGH-DIMENSIONAL INNER PRODUCT
EFFICIENTLY

. K(xi,xj) =< cl)(xi),cl)(xj) >

* USE THIS AS A BUILDING-BLOCK FOR PERFORMING OTHER
OPERATIONS

 REWRITE THE LEAST SQUARES SOLUTION SO THAT IT ONLY
USES THE INNER PRODUCT OF THE FEATURE MAPS<¢!

e (dTD + AN 1pTY



ROADMAP

ASSUME d, IS VERY LARGE, EVEN d, >>n

INSTEAD OF FINDING W, TRY TO INTRODUCE NEW PARAMETER a
WHOSE SIZE IS n RATHER THAN d,

NOW WE HAVE n PARAMETERS
* FIND OPTIMAL a AS A FUNCTION OF K
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