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TEXT TO IMAGE A{/,\ODELS
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DIFFUSION MODELS

* VIEW THE NETWORK IN TWO DIRECTIONS:

B * RIGHT TO LEFT: PROGRESSIVELY ADD MORE NOISE, ALSO MAKE
THE IMAGE SMALLER IN RESOLUTION

* LEFT TO RIGHT: PROGRESSIVELY DENOISE THE IMAGE, ALSO
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TRAINING DIFFUSION MODELS
°EPRESENTS A LAYER OF THE NETWORK

* PROGRESSIVELY ADDING NOISE TO AN IMAGE:

at zr=x [
5t 71 = Noisy(z;) FORALLt
* zy = Noisy(z;)

* PROGRESSIVELY DENOISING AN IMAGE:

* zy = Decy(z4—1) Ze
- GENERATE AN IMAGE FROM zo~N(0,1) o 4
* % = Dec(zy) = Decr(... Decy(Decy(zp)) - ) :'E
Vee
A

* TRAINING DENOISERS
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CONDITIONING IMAGE GENERATION

HOW TO CONTROL WHAT THE MODEL GENERATES¢

* E.G., FORCE TO GENERATED IMAGE FROM CLASS C¢
* ASSUME WE HAVE LABELED DATA (x, ¢)

* DENOISER RECEIVES LABEL AS WELL
* Zy = Decy(z¢-1,0)
* TRAINING DENOISERS
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 IMAGEN:IRANDOMLY DROP ¢ . 10%
OF THE TIMES DURING TRAINING

* FOR TEXT TO IMAGE MODELS, ¢ CAN
BE THE LATENT REPRESENTATION OF TEXT
RATHER THAN JUST THE LABEL.







ADVERSARIAL PERTURBATIONS

TYPICAL CLASSIFIERS ARE SENSITIVE TO (IMPERCEPTIBLE
“ADVERSARIAL" PERTURBATIONS

SZEGEDY ET AL.' 14




RISKS OF ADVERSARIAL PERTURBATIONS

* VULNERABLE TO MALICIOUS ATTACKS
* |[GNORE THE “INVARIANCE" /DOMAIN-KNOWLEDGE

* WHY ARE THESE CALLED ADVERSARIAL®?

* THE NOISE IS NOT RANDOM
e CAREFULLY SELECTED TO FOOL THE MODEL

Eykholt et al."18




DECISION BOUNDARY VISUALIZATION

* SMOOTHING THE DECISION BOUNDARY HELPS
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FINDING ADVERSARIAL PERTURBATIONS

* USUAL GRADIENT DESCENT TO FIND PARAMS 6

* Vo(L()) = %ZiVH (l(fG (xi)’yi))
* 6 =60—aVy(L®))

* GRADIENT ASCENT FOR FINDING PERTURBATIONS
§’

* Voe(l(x, ) = Vs (l(fe (Xi)»yi))
/ « x =x+aV(l(x,y)) T
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