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BREAKTHROUGH ON IMAGENET

• IMAGENET CLASSIFICATION CHALLENGE

• MILLIONS OF IMAGES

• THOUSANDS OF CLASSES

• IN 2012, ALEXNET USED WON THE

COMPETITION BY A HIGH MARGIN

• ~15% ERROR COMPARED TO ~25% OF

THE NEXT TEAM

• THEY USED A CONVOLUTIONAL ARCHITECTURE

• THEY USED GPUS FOR SPEEDUP

• CNNS BECAME VERY POPULAR



VGG NETWORK

• 2015



GOOGLENET

• INCEPTION MODULE

• 2015



BATCH NORMALIZATION

• INCEPTION WITH

BATCH NORMALIZATION

• 2015

• DATA POINT 𝑗
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RESNET

• 34 RESIDUAL LAYERS

• 2016



TRANSFER LEARNING

• USE IMAGENET DATA SET TO 

IMPROVE FOR CIFAR?



REUSING FEATURE EXTRACTORS

• EARLIER LAYERS EXTRACT MORE GENERIC FEATURES



FREEZING VS FINE TUNING

• ASSUME INPUT IMAGES ARE OF THE SAME SIZE

FOR CIFAR

• REUSE THE FIRST FEW LAYERS FROM IMAGENET

• INITIALIZE THE LAST FEW LAYERS RANDOMLY

CIFAR TRAINING

• FREEZING: ONLY UPDATE THE LAST LAYERS 

• FINE TUNING: UPDATE THE FIRST LAYERS AS WELL



FEATURE EXTRACTION USING NEURAL NETS

• USING NEURAL NETS TO FIND GOOD “REPRESENTATIONS” 

OF DATA?

• FIRST STEP: 

• CAN WE IMPLEMENT PCA WITH NEURAL NETS?



AUTOENCODERS



AUTOENCODERS

• 𝐸𝑛𝑐Θ1
: ℝ𝑑 → ℝ𝑞            𝐷𝑒𝑐Θ2

: ℝ𝑞 → ℝ𝑑

• 𝑞 ≪ 𝑑

• MINΘ1,Θ2
σ𝑥 ℓ(𝑥) 

• ℓ 𝑥 = 𝐷𝑒𝑐Θ2
𝐸𝑛𝑐Θ1

𝑥 − 𝑥

• CAN BE USED FOR COMPRESSION

• E.G., IMAGE COMPRESSION

• CAN BE USED FOR DIMENSIONALITY REDUCTION



DENOISING AUTOENCODERS

• IDEALLY, WE WANT “SEMANTICALLY SIMILAR” DATA POINTS 

TO BE CLOSE TO EACH OTHER IN THE LATENT SPACE

• IN THE TRANSFER LEARNING EXAMPLE, THE REPRESENTATION WAS 

LEARNED IN A SUPERVISED MANNER

• WHAT CAN WE CAN DO IF WE HAVE NO LABELS?

• FOR IMAGES?



USE OF IMAGE INVARIANCES

• LEFT IMAGES SHOULD ALL HAVE THE SAME REPRESENTATION

• TRAIN A DENOISER!

• ℓ 𝑥 = 𝐷𝑒𝑐Θ2
𝐸𝑛𝑐Θ1

𝑛𝑜𝑖𝑠𝑒(𝑥) − 𝑥



OTHER INVARIANCES

• FLIPPING AN IMAGE DOES NOT CHANGE ITS SEMANTIC

• ONE CANNOT RECOVER THE UNFLIPPED IMAGE….

• STILL, THESE SHOULD BE MAPPED CLOSE TO EACH OTHER

• SAME FOR SCALING, ETC.



CONTRASTIVE LEARNING

• ORIGINAL IMAGE 𝑥

• SIMILAR IMAGES TO 𝑥

• 𝑦 SUCH THAT 𝑥, 𝑦 ∈ 𝑝𝑜𝑠

• 𝑥, 𝑦  IS A“POSITIVE PAIR”

• DISSIMILAR IMAGES TO 𝑥

• 𝑧 SUCH THAT 𝑥, 𝑧 ∈ 𝑛𝑒𝑔 

• 𝑥, 𝑧  IS A“NEGATIVE PAIR”



CONTRASTIVE LEARNING

• FIND A MAPPING (ENCODER) THAT

• MAPS SIMILAR POINTS CLOSE 
TO EACH OTHER AND DISSIMILAR

 POINTS FAR FROM EACH OTHER

• LOSS FOR POINT 𝑥

• 𝑥, 𝑦 ∈ 𝑝𝑜𝑠

• 𝑥, 𝑧𝑗 𝑗=1

𝑀
∈ 𝑛𝑒𝑔

• − LOG
𝑒

<𝐸𝑛𝑐 𝑥 ,𝐸𝑛𝑐 𝑦 >
𝑡

𝑒

<𝐸𝑛𝑐 𝑥 ,𝐸𝑛𝑐 𝑦 >
𝑡 +σ𝑧𝑗 𝑒

<𝐸𝑛𝑐 𝑥 ,𝐸𝑛𝑐 𝑧 >
𝑡



• CONTRASTIVE + LINEAR 

CLASSIFICATION

• FIGURE TAKEN FROM 

• UNDERSTANDING CONTRASTIVE

 REPRESENTATION LEARNING

 THROUGH ALIGNMENT AND

 UNIFORMITY ON THE HYPERSPHERE
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