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CURVE-FITTING

• PREDICT HEIGHT OF A PERSON GIVEN HER/HIS AGE?

• COLLECT A SET OF “DATA POINTS”

• REPRESENT DATA POINT 𝑖 BY (𝑥𝑖 , 𝑦𝑖)

• E.G., IF THE INDIVIDUAL 𝑖 IS 25 YEARS OLD AND IS 175CM TALL

THEN WE CAN WRITE (𝑥𝑖 , 𝑦𝑖) = (25, 175)

• WE HAVE COLLECTED 𝑛 DATA POINTS, S = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑛

• GIVEN A NEW 𝑥, “PREDICT” ITS 𝑦?



CURVE-FITTING

Age

Height



LINEAR CURVE-FITTING

Age

Height



LINEAR CURVE-FITTING

• 𝑥 IS CALLED AN INPUT, 𝑦 IS CALLED AN OUTPUT/RESPONSE 

Age

Height

x

y



NON-LINEAR CURVE-FITTING

• WHICH ONE IS BETTER?

• LINEAR VS NON-LINEAR?

Age

Height

Age

Height



MULTIDIMENSIONAL CURVE-FITTING

• 𝑥 AND/OR 𝑦 COULD BE MULTI-DIMENSIONAL

• FOR EXAMPLE,

PREDICT THE

HEIGHT

BASED ON THE

AGE AND WEIGHT

• E.G., IN THE RIGHT PICTURE,

    𝑥 ∈ ℝ2, 𝑦 ∈ ℝ



CURVE-FITTING IS EVERYWHERE

• FITTING A CURVE ENABLES INTERPOLATION AND 

EXTRAPOLATION

• THIS IS A TYPE OF SUPERVISED LEARNING/PREDICTION

• PREDICTION, BECAUSE WE PREDICT 𝑦 GIVEN 𝑥

• SUPERVISED, BECAUSE {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑛  IS GIVEN



PREDICTION IS EVERYWHERE

• FACE RECOGNITION

• 𝑥: IMAGE 

• 𝑥 ∈

• 𝑦: IDENTITY

• 𝑦 ∈



PREDICTION IS EVERYWHERE

• BIOMEDICAL

IMAGING

• 𝑥: MRI IMAGE 

• 𝑥 ∈

• 𝑦: CANCEROUS?

• 𝑦 ∈



PREDICTION IS EVERYWHERE

• SPAM DETECTION

• 𝑥 ∈? 𝑦 ∈?



PREDICTION IS EVERYWHERE

• OIL/STOCK PRICE PREDICTION

• E.G., GIVEN PRICE

  FOR 𝑡 = 1,2, … , 1000

 PREDICT PRICE 

     FOR  𝑡 = 1001

• 𝑥 ∈?

• 𝑦 ∈?



PREDICTION IS EVERYWHERE

• TRANSLATING FRENCH TEXT TO ENGLISH TEXT

• INPUT? OUTPUT?

• SPEECH RECOGNITION (INPUT? OUTPUT?)

• TEXT TO SPEECH (INPUT? OUTPUT?)

• NETFLIX RECOMMENDATIONS (INPUT? OUTPUT?)

• IS EVERYTHING IN AI JUST PREDICTION?!

• NOT EXACTLY (E.G., PREDICTION VS CONTROL)



PREDICTION IS EVERYWHERE



PREDICTION IS EVERYWHERE

• AND … PREDICTION METHODS CAN BE 

QUITE DIFFERENT FOR EACH APPLICATION



LINEAR REGRESSION

• PREDICTION WHERE

• 𝑥 ∈ ℝ𝑑 

• 𝑦 ∈ ℝ (COULD BE ℝ𝑘)

• THE CASE 𝑥, 𝑦 ∈ ℝ IS CALLED 

SIMPLE LINEAR REGRESSION

• BEST WAY OF FITTING A LINE? Age

Height



LINEAR REGRESSION

• WHICH LINE IS BETTER?

• MAYBE THE ONE THAT

“FITS THE DATA” BETTER? 

Age

Height



LINEAR REGRESSION

• ෡𝑦𝑖 IS THE PREDICTION OF THE MODEL

• LET 𝑑𝑖 = |𝑦𝑖 − ෡𝑦𝑖|

• BEST LINE MINIMIZES σ𝑖=1
𝑛 𝑑𝑖 2

?

• OTHER OPTIONS?

𝑦𝑖

෡𝑦𝑖



LINEAR REGRESSION

• ORDINARY LEAST SQUARES (OLS) METHOD

• MINIMIZE σ𝑖=1
𝑛 (𝑑𝑖)

2
= σ𝑖=1

𝑛 (𝑦𝑖 − ෡𝑦𝑖)
2

• HOW ABOUT?

• MINIMIZE σ𝑖=1
𝑛 |𝑦𝑖 − ෡𝑦𝑖|

• MINIMIZE σ𝑖=1
𝑛 (

𝑦𝑖

෢𝑦𝑖
+

෢𝑦𝑖

𝑦𝑖) OR MINIMIZE σ𝑖=1
𝑛 (

𝑦𝑖+𝑎
෢𝑦𝑖+𝑎

+
෢𝑦𝑖+𝑎

𝑦𝑖+𝑎
)

• MINIMIZE σ𝑖=1
𝑛

LOG
𝑦𝑖+0.0001
෢𝑦𝑖+0.0001

• …



1-D ORDINARY LEAST SQUARES

• 𝑥, 𝑦 ∈ ℝ

• FIND 𝑎, 𝑏 ∈ ℝ SUCH THAT ො𝑦 = 𝑎𝑥 + 𝑏 ≈ 𝑦

• WE ARE GIVEN {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑛

• FIND/LEARN 𝑎, 𝑏 FROM THE DATA

MIN
𝑎,𝑏

෍

𝑖=1

𝑛

𝑎𝑥𝑖 + 𝑏 − 𝑦𝑖 2



• MINIMIZE 𝑓 𝑎, 𝑏 = σ𝑖=1
𝑛 𝑎𝑥𝑖 + 𝑏 − 𝑦𝑖 2





1-D ORDINARY LEAST SQUARES

• 𝑎 =
𝑥𝑦− ҧ𝑥∙ ത𝑦

𝑥2− ҧ𝑥 2 =
𝐶𝑂𝑉(𝑥,𝑦)

𝑉𝑎𝑟(𝑥)
, 𝑏 = ത𝑦 − 𝑎 ҧ𝑥

• ҧ𝑥 = 
1

N
σ𝑥𝑖, ത𝑦 = 

1

N
σ𝑦𝑖,  𝑥𝑦 =

1

N
σ𝑥𝑖𝑦𝑖, 𝑥2 =

1

N
σ 𝑥𝑖 2

• OPTIMAL 𝑎 AND 𝑏:
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