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AIGC BOOM! 



Emerging LLMs stack (cred. a16z)



Motivation
Running ML in production is… hard 

Running LLM in production is even harder!

• Consistency/Hallucination 

• Infrastructure Complexity 

• Security/Compliance 

• Bleeding-edge ecosystem 

• Maintainability  

• And more

https://proceedings.neurips.cc/paper_files/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf



Hosting your own LLMs?

• Customisation/Flexibility 

• Security 

• Accuracy improvement 

• Cost efficiency 

• Offline access



Introducing, OpenLLM



Demo time!

- LLM Inference 

- Fine tuning and serve Llama with QLoRA 



Open-source LLMs
Supports a wide range of architectures and runtime, but not limited to Llama, StableLM, 
ChatGLM, StarCoder, and more.



Built-in optimisation
Token streaming via SSE



Built-in optimisation
Continuous batching

• LLM Inference 

• Prefill ➡ decode ➡ past values 

• IO Bound

Given the following prompt:  
What is the capital of California:

https://docs.nvidia.com/deeplearning/performance/dl-performance-gpu-background/index.html#understand-perf

• Naive batching 

• Continuous batching 

• PagedAttention

Drawback: 
- Under utilisation of available resources for LLM Inference 
- Cost inefficient

https://www.usenix.org/conference/osdi22/presentation/yuhttps://huggingface.co/blog/accelerated-inference#getting-to-the-first-10x-speedup 

https://kipp.ly/transformer-inference-arithmetic/#kv-cache

https://docs.nvidia.com/deeplearning/performance/dl-performance-gpu-background/index.html#understand-perf
https://huggingface.co/blog/accelerated-inference#getting-to-the-first-10x-speedup
https://kipp.ly/transformer-inference-arithmetic/#kv-cache


Built-in optimisation
Quantisation: GPTQ, kbit

https://github.com/ray-project/llm-numbers?tab=readme-ov-file#gpu-memory

1 MB: GPU Memory required for 1 
token of output for 13B model (1 
word ~= 1.3 tokens) 

512 max new tokens = 512MB VRAM

- Reduce memory footprint 
- Improve general throughput



Why OpenLLM?

Specialities 
• Built-in Inference Optimization with MQA, PagedAttention 
• Quantization with GPTQ, k-bit  
• Accelerators support with multi-GPUs deployments, TPUs 
• Monitoring and evaluation  
• Fine-tuning support with qLoRA and various tuning 

techniques 
• Integration with AI tools like LangChain, HuggingFace 

Agents etc.

Powered by BentoML 
• Package model files + dependencies + code into a Bento 
• Bentos can be managed and versioned properly in a 

central place 
• Automatically generate docker image for deployment 
• Streamlined deployment process: batch inference, 

online-serving 
• Flexible deployment strategy: Docker, Yatai + 

Kubernetes, bentoctl + Terraform, BentoCloud



OpenLLM Roadmap

• System prompts 

• Unified fine-tuning API for models 

• Better CPU inference with GGUF 

• Javascript/Typescript Client library 

• OpenAI Compatible APIs 

• Optimized modeling for Flash Attentions 

• AWQ support, custom CUDA Kernels



Thank you! 

Q & A 


